
Supplementary Materials for: Unfolding the Network of
Peer Grades: A Latent Variable Approach

1 Mild misspecified scenario
We conducted a small simulation study to evaluate the model’s performance under mild
misspecification. Specifically, we investigated the accuracy of our proposal estimates
when student-specific features do not follow a multivariate normal distribution. We
generated R = 10 independent datasets from the Main Model, as in the prior sensitivity
analysis in Appendix C, but with the student-specific features (αi,βi, log(η2

i ), log(φ 2
i ))

independently drawn from a multivariate skew t-distribution ST (µµµ,σσσ ,γγγ,ν) where the
location vector µµµ and the covariance matrix ΣΣΣ are the same as in the prior sensitivity
analysis, and where γγγ = 2224 is a four-dimensional vector and ν = 20 are the degrees of
freedom of the distribution.
We used the root mean square error (RMSE) and the mean absolute error (MAE) to
measure the accuracy of the model’s estimates. The priors and the model’s computa-
tional details are identical to the first scenario in Appendix C.

As Table 1 shows, the estimates’ accuracy is reasonable and comparable to those
provided by the proposal when the model is correctly specified.
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Parameter RMSE MAE

δ1 0.625 0.608
δ2 0.635 0.614
δ3 0.690 0.669
δ4 0.681 0.664

µ3 0.139 0.120
µ4 0.067 0.057
σ1 0.113 0.088
σ2 0.091 0.081
σ3 0.119 0.114
σ4 0.077 0.064
ω12 0.439 0.168
ω13 0.029 0.022
ω14 0.032 0.023
ω23 0.020 0.015
ω24 0.055 0.039
ω34 0.004 0.003

True score 0.706 0.498

Table 1: Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) related to stu-
dents’ true scores and structural parameters across 10 independent data sets.

2 Score reliability and multiple grades
We provide some examples of the role of grader reliability on the estimates of students’
true scores. More specifically, does the accuracy decrease when students are unreliable
as graders? Third, we want to know whether a larger number of graders per student
might mitigate reliability concerns. Namely, to what extent does a larger number of
repeated measures of the same student’s coursework improve the estimated grades’
accuracy?
We sampled eight independent datasets from the main model, as Appendix C shows,
and eight from the reduced version for only one assignment. Datasets have different
sample sizes N = {50,200}, number of graders per students’ assignment |Sit |= {3,6}
and grader mean reliability µ4 = {1,−1}. We note that µ4 = 1 implies larger graders’
variances {σ}N

1 and a consequence lower graders reliability levels. On the contrary,
µ =−1 implies smaller values for {σ}N

1 and higher reliability levels.

2.1 Results
The mean square error (MSE) and the person correlation coefficient r between the true
score and the estimated ones are reported in Table 2 and 3 for the multiple and single
assignment datasets, respectively, along with the respective scatter plots. The grades
provided by our proposal are, on average, more accurate for higher graders’ reliability
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levels. A larger number of graders per student assignment increases the accuracy of
grades estimates, and specifically, this improvement is greater when graders are poorly
reliable.

3 Additional results from real data
We present additional results regarding the multiple assignment real dataset analyzed
in Section 3.1. Specifically, we report the scatter plots and the Pearson correlation co-
efficients between the posterior means of the students’ features in Figure 1 below. The
density of these point estimates of each student-specific latent variable is represented
along the main diagonal. We observe that the posterior mean of the student’s average
ability α is negatively correlated with their systematic bias τ . Students with high aver-
age proficiency levels have a lower systematic bias; they tend to give smaller grades to
their peers’ works. On the contrary, low average proficiency levels are associated with
larger systematic biases; these students tend to provide larger grades to their peers’
works.

Figure 1: Results about the posterior mean estimates of the student-specific latent vari-
ables, including their density plots, pairwise scatter plots, and Pearson correlations
between latent variables.
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µ4 = 1 µ4 =−1

N = 50

|Sit |= 3

|Sit |= 6

N = 200

|Sit |= 3

|Sit |= 6

Table 2: For each simulation scenario the true value of θit against the posterior mean estimate
θ̂it is plotted. A 45-degree line is plotted to highlight possible under- or over-estimate trends.
Here µ4 is the mean grader reliability, smaller values imply higher reliable graders; |Sit | is the
number of grader per coursework. The sample size, i.e. the total number of students, is indicated
by N.
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µ4 = 1 µ4 =−1

N = 50

|Sit |= 3

|Sit |= 6

N = 200

|Sit |= 3

|Sit |= 6

Table 3: For each simulation scenario the true value of θit against the posterior mean estimate
θ̂it is plotted. A 45-degree line is plotted to highlight possible under- or over-estimate trends.
Here µ4 is the mean grader reliability, smaller values imply higher reliable graders; |Sit | is the
number of grader per coursework. The sample size, i.e. the total number of students, is indicated
by N.
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