**Supplementary Table S-1**

*Data Extraction Results from Literature Review on Ethical Considerations in Computational Psychiatry (N = 83)*

| Study | Study Type/ Focus | Ethical Challenges Identified | Ethical Values Identified/Addressed | Implementation Context |
| --- | --- | --- | --- | --- |
| (Ahmed and Hens 2022) | Review of microbiome big data and microbiome-based interventions in precision psychiatry | Privacy concerns due to microbiome's ability to identify individuals Unknown health risks of microbiome manipulation Impact of microbiome on personal identity and autonomy Stigmatization related to mental illness data | Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability | Use of microbiome-based interventions for mental health treatment Managing biobanks for microbiome big data Ethical frameworks for protecting sensitive data |
| (Arbanas 2024) | Review of ChatGPT and chatbot applications in psychiatry, focusing on clinical support and therapeutic use | Privacy and data security risks Ethical responsibility for AI errors Bias in AI outputs Lack of human oversight and empathy | Justice/equity  Beneficence/non-maleficence  Privacy/confidentiality  Transparency/explainability | Use of ChatGPT for clinical decision-making, therapy support, patient education, and crisis management Need for careful integration and ongoing oversight of AI tools in psychiatry |
| (Avula and Amalakanti 2024) | Updated review of AI applications, trends, and challenges in psychiatry | Privacy risks with AI-based data collection Algorithmic bias Opacity in black-box models Automation bias impacting clinical decision-making De-skilling of clinical staff | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability | Use of AI for diagnosis, monitoring, and intervention Integration of speech recognition, digital gaming, wearable devices, and machine learning in psychiatry |
| (Ball, Kalinowski, and Williams 2020) | Ethical analysis of implementing precision psychiatry approaches into clinical practice | Informed consent for novel precision psychiatry tools Risk of harm due to poor implementation Gaps in clinician competency for novel tools Inequitable distribution of precision psychiatry benefits | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability | Use of neuroimaging, genetics, and machine learning for treatment selection in psychiatry Addressing ethical safeguards for clinician training and equitable access to precision psychiatry |
| (Bentley et al. 2021) | Systematic review of safety and ethical practices for monitoring self-injurious thoughts and behaviors (SITBs) in real-time studies | Managing suicide risk in real-time monitoring Determining thresholds for intervention Balancing data accuracy with participant safety concerns Privacy and informed consent for sensitive data collection | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Scientific integrity/validity | Use of ecological momentary assessment (EMA) and digital tools for SITB research Systematic review of monitoring protocols, including automated alerts and risk assessments |
| (Bertl, Ross, and Draheim 2022) | Systematic review of AI and decision support systems (DSS) in psychiatry | Privacy concerns with fragmented data systems Bias from poorly curated datasets Lack of transparency in AI outputs Limited generalizability and low maturity of tools | Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | AI tools for diagnosis, prediction, and treatment planning in psychiatry Identifies gaps in data quality, standardization, and real-world testing |
| (Briganti 2023) | Review of AI applications in psychiatry, focusing on diagnosis, treatment, and research directions | Privacy and confidentiality risks Bias and fairness issues in AI models Lack of transparency and explainability Ethical responsibility and accountability | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability | Application of AI techniques for diagnosis, hypothesis generation, and treatment predictions in psychiatry Emphasis on ethical frameworks and responsible use of AI |
| (Chekroud et al. 2021) | Review of machine learning applications for predicting treatment outcomes in psychiatry | Bias and fairness issues in training datasets Lack of transparency in machine learning models (black box problem) Responsibility for AI-driven decisions Potential for clinician disempowerment | Beneficence/non-maleficence Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability | Use of machine learning to predict treatment response for medications, psychotherapy, and neurobiological interventions Integration of electronic health records, smartphone data, and neuroimaging into predictive models |
| (I. Chen et al. 2022) | Review of mobile apps for the development of digital biomarkers for personalized diagnosis and treatment of mental illnesses | Privacy risks from continuous data collection Ethical use of passive data tracking Potential misuse of sensitive personal health data | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability | Use of mobile apps to monitor human–smartphone interactions for mental health research Applications in circadian rhythm tracking, work hours monitoring, and mental illness prediction |
| (Z. S. Chen et al. 2022) | Review of machine learning (ML) applications in precision psychiatry | Privacy and data security risks Bias in datasets and models Transparency of black-box models Over-reliance on ML predictions | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability | Use of ML and AI in neuroimaging, digital phenotyping, and wearable devices for diagnosis and treatment prediction Integration challenges across multimodal data sources |
| (Clarke, Foltz, and Garrard 2020) | A review exploring Natural Language Processing and machine learning approaches for detecting early signs of Alzheimer's disease through language analysis | Issues with collection and storage of patient discourse data for safety/privacy protection Problems with openly shared data having unreliable diagnoses Constraints around obtaining consent for data re-use  Privacy concerns with personal histories  Diagnostic uncertainty (only confirmed post-mortem)  Clinical acceptance issues around AI interpretability vs performance  Trust and accountability concerns with automated systems  Data security with remote monitoring  Transparency around data collection/usage  Questions about ease of use/intrusiveness  Concerns about accountability for errors  Questions about benefit of early detection given lack of treatment | Beneficence/non-maleficence  Autonomy/informed consent Justice/equity Privacy/confidentiality Transparency/explainability Scientific integrity/validity | Research setting: large-scale data collection/analysis, brain banking correlation, diagnostic tool development  Clinical setting: early detection tools, disease monitoring, treatment assessment  Real-world considerations: stakeholder involvement needed (researchers, clinicians, patients, health services, commercial enterprises), clear accountability frameworks required, trust-building measures important, need for ongoing effectiveness evaluation |
| (D’Alfonso 2020) | Review on AI applications in mental health, focusing on digital phenotyping, language analysis, and chatbots | Privacy risks from digital phenotyping and data mining Ethical implications of AI-based chatbots in mental health Bias in natural language processing and model training | Autonomy/informed consent  Justice/equity Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Use of smartphone sensing and digital exhaust for mental health prediction AI-based language analysis for diagnosis and detection of mental illness Application of AI-driven chatbots for therapeutic interventions |
| (D’Souza et al. 2024) | Mixed methods study evaluating psychiatrists' perspectives and ethical understanding of AI implementation through workshop | Limited knowledge and exposure to AI among psychiatrists  Concerns about patient privacy and data protection  Challenges with informed consent  Impact on doctor-patient relationship  Risks of AI making clinical decisions Potential dehumanization of care  Accessibility and usability concerns  Risk of clinical workflow disruption | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Educational workshop context  Clinical practice integration  Need for ongoing training programs  Requirement for regulatory frameworks  Need for collaborative development  Focus on ethical guideline development |
| (Davidson 2022) | Critical analysis of digital phenotyping in psychiatry, focusing on its promises, methodological issues, and ethical concerns | Privacy and security risks with passive digital trace data Lack of transparency in data collection and analysis Ethical use of invasive monitoring for vulnerable populations Data misuse and bias | Autonomy/informed consent Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Use of smartphone-based data, wearables, and environmental sensors for mental health monitoring Integration challenges into healthcare systems and ethical regulation gaps |
| (Diaz-Asper et al. 2024) | Framework for language technologies in behavioral research and clinical applications focusing on ethical issues | Privacy concerns from speech data collection Black box problem (lack of explainability) Algorithmic bias Human agency and oversight gaps | Autonomy/informed consent Justice/equity Privacy/confidentiality  Transparency/explainability | Development and application of NLP and AI systems in psychological and clinical research Addressing ethical gaps in APA guidelines |
| (Dikaios et al. 2023) | Review of speech analysis applications in psychiatry for diagnosis, severity assessment, and prediction | Privacy concerns from speech data collection Potential for bias in AI/ML models Risks of dehumanization in automated assessment | Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Use of speech features for diagnosis, severity monitoring, and treatment prediction in psychiatry Application of AI/ML in clinical psychiatry workflows |
| (Dube et al. n.d.) | Ethical analysis of artificial intelligence (AI) use in psychiatry, with a focus on vulnerable populations | Privacy concerns with sensitive data collection Algorithmic bias exacerbating health inequities Lack of transparency and explainability in AI decisions Disparities in access to AI technologies  Ethical responsibility for errors | Justice/equity Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Applications of AI in child and adolescent psychiatry Integration of AI for diagnosis, treatment planning, and reducing clinician burden Global inequities in AI deployment due to resource gaps |
| (Dwyer and Koutsouleris 2022) | Review of machine learning applications in child and adolescent psychiatry, focusing on diagnosis, prognosis, and treatment prediction | Data privacy and security issues with sensitive child and adolescent information Algorithmic bias affecting diverse populations Generalizability concerns of predictive models across contexts Ethical use of machine learning in early intervention | Beneficence/non-maleficence  Justice/equity Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Use of ML for early detection and treatment selection in autism, ADHD, depression, and psychosis Importance of validating models for clinical translation and real-world use |
| (Espejo, Reiner, and Wenzinger 2023) | Review of AI's role in mental healthcare, exploring its benefits, limitations, and future directions | Privacy concerns with sensitive health data Algorithmic bias and lack of self-reflection in AI Overreliance on AI tools replacing human care Risk of entrenching disparities in access | Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Use of AI in diagnostics, real-time patient monitoring, neuroimaging, and psychotherapy applications Emphasis on clinician involvement in AI regulation and ethical oversight |
| (Faissner et al. 2024) | Ethical analysis of epistemic injustice in passive self-tracking apps for depression detection | Hermeneutical gaps in understanding mental illness Algorithm opacity and black box issues  Bias towards biostatistical understanding of depression  Risk of testimonial injustice in healthcare encounters Marginalization of alternative interpretations of mental health Risk of contributing to existing power imbalances | Autonomy/informed consent  Justice/equity  Scientific integrity/validity | Direct-to-consumer use  Clinical healthcare encounters Mental healthcare settings Need for participatory development approaches Need for integration of diverse epistemic resources Need for combining passive tracking with user interaction |
| (Fardouly, Crosby, and Sukunesan 2022) | Narrative review on machine learning (ML) for the detection, prevention, and treatment of eating disorders | Privacy concerns with data collection Algorithmic bias affecting diverse populations Ethical use of social media and ML models for early intervention Misuse of digital data and stigmatization risks | Beneficence/non-maleficence  Justice/equity  Privacy/confidentiality  Transparency/explainability | Use of machine learning for detecting eating disorder risk through social media posts, surveys, and neuroimaging Focus on scalable prevention programs and real-time interventions |
| (Farmer et al. 2024) | Review of ethical and practical considerations for AI integration in psychological practice | Privacy and confidentiality risks with sensitive data Algorithmic bias and perpetuation of inequity Lack of transparency and explainability in AI outputs Deskilling and automation bias for clinicians | Autonomy/informed consent Justice/equity Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Use of AI tools for report generation, decision-making support, and administrative burden reduction Integration of AI-driven chatbots for therapy and psychoeducation Guidelines for ethical implementation and clinician oversight |
| (Fisher 2024) | Ethical analysis of real-world AI tools in clinical psychiatry | Privacy and data security risks Algorithmic bias impacting care access and outcomes Seductive allure and over-reliance on AI tools Loss of clinician reflection and skill development Liability for AI-driven decisions | Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Applications of AI in screening, intake, documentation, decision support, and adjunctive treatments Ethical challenges arising from overreliance and misuse of AI tools in psychiatry |
| (Fusar-Poli et al. 2022) | Critical review and framework development for precision psychiatry | Clinical prediction models may not be accurate enough to capture complexity of mental disorders  Poor explainability of complex AI models ("black-box")  Generalizability and bias concerns for vulnerable populations Privacy concerns with sensitive psychiatric data  Risk of over-reliance on computational tools Communication challenges regarding risk estimates  Data leakage and privacy concerns  Potential to exacerbate healthcare disparities  Methods of disclosure poorly investigated | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Need for structured implementation frameworks  Integration into clinical workflows  Training requirements for healthcare providers  Need for cost-effectiveness research  Requirements for data governance and security  Need for continuous monitoring and validation  Focus on vulnerable populations  Need for mental health literacy development |
| (Galderisi et al. 2024) | Ethical overview of challenges in contemporary psychiatry, including human rights, digital psychiatry, and coercion | Human rights violations in mental health care Digital psychiatry privacy issues and AI bias Risk of overmedicalization in early interventions Ethical issues in end-of-life decisions Conflict of interest in clinical research | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality | Application of human rights frameworks to psychiatry Ethical integration of digital tools and AI in clinical practice Addressing coercive practices with alternatives Early intervention ethics and shared decision-making processes |
| (Gillett and Saunders 2019) | Review of remote monitoring in psychiatry focusing on mood and anxiety disorders | Privacy and user autonomy concerns Coercion risk in long-term monitoring Risk of medicalizing everyday experiences Data security and storage risks Stigma and discrimination concerns | Beneficence/non-maleficence  Autonomy/informed consent Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Clinical assessment settings Research environments Integration with traditional clinical methods Need for validation strategies Requirement for clinician oversight |
| (Gooding and Kariotis 2021) | Scoping review of ethical and legal challenges for algorithmic and data-driven technologies in mental health care | Privacy risks and inadequate data protection  Algorithmic bias and fairness concerns Lack of transparency in AI systems Minimal involvement of service users in AI development Overmedicalization and techno-solutionism | Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Application of AI and digital technologies in diagnosis, public health monitoring, and treatment prediction Highlights the lack of explicit ethical considerations in many applied studies and the need for participatory development |
| (Graham et al. 2019) | Overview of AI applications in mental health and ethical implications for clinical practice | Privacy and data security Potential for bias in AI models Over-reliance on AI and loss of clinical judgment Transparency and explainability | Beneficence/non-maleficence  Autonomy/informed consent  Privacy/confidentiality  Transparency/explainability | Use of AI in electronic health records (EHR), brain imaging, and digital tools for predicting and diagnosing mental illnesses Emphasis on integrating AI into clinical workflows |
| (Gültekin and Şahin 2024) | Qualitative study on Turkish mental health professionals’ perspectives on AI in mental health services | Privacy and data security concerns Algorithmic bias The "black box" problem and lack of transparency Ethical and legal uncertainties regarding accountability | Beneficence/non-maleficence  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Applications of AI in psychotherapy, diagnostics, and mental health interventions Professionals view AI as an assistant rather than a replacement for clinicians |
| (Hagendorff 2021) | Conceptual paper proposing an ethical data filtering approach to improve machine learning models | Privacy concerns with extensive data tracking Algorithmic bias caused by poor training data quality Ethical selection of "morally sound" data sources | Beneficence/non-maleficence  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Development of supervised machine learning using ethically pre-filtered data for tasks like autonomous driving, search engines, and recommendation systems |
| (Hart et al. 2022) | Empirical study using smartphone sensors and machine learning for ecological momentary assessment | Battery drain and device responsiveness Personal identifiability of data Privacy of sensor data collection Informed consent for complex data collection Balance between data collection and privacy | Privacy/confidentiality  Scientific integrity/validity | Real-world data collection during questionnaire completion Need for standardized data collection protocols Consideration of device capabilities |
| (Heinrichs and Eickhoff 2020) | Conceptual discussion on the ethical issues of machine learning algorithms for medical diagnosis and prediction | Epistemic opacity (black-box problem) undermines understanding and trust Challenges in assigning responsibility for AI-based failures Lack of explainability in AI systems | Autonomy/informed consent  Justice/equity  Scientific integrity/validity | Use of machine learning for medical diagnosis and prediction in psychiatry and neuroimaging Advocates for explainable AI to improve interpretability and responsibility in clinical applications |
| (Hurley et al. 2024) | Multi-site qualitative study examining ethical considerations in computer perception and neurotechnology integration | Invasiveness of passive/continuous data collection  Data protection and security risks  Limited vs. hyper awareness of monitoring Integration challenges with neural data  Privacy in non-clinical settings | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability | Clinical integration of computer perception technologies  Need for human supervision  Training requirements  Data protection protocols  Regulatory compliance needs |
| ​(Islam et al. 2024) | Review of machine learning models and methods for detecting and predicting mental health conditions | Bias in data and algorithms Limited generalizability Privacy and ethical considerations | Justice/equity  Privacy/confidentiality  Scientific integrity/validity | Use of heterogeneous datasets Focus on integrating social media, wearable sensors, and audio data analysis  Personalized support systems |
| (Jacobson et al. 2020) | Ethical dilemmas in mobile health and machine learning applications in psychiatry research | Privacy concerns with passive data collection Challenges in obtaining informed consent for digital tools Monitoring and intervening during adverse events Algorithmic bias and fairness issues Lack of transparency in machine learning models | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability | Application of machine learning to analyse mobile health data for psychiatric monitoring and prediction Ethical obligations for researchers to balance privacy and scientific progress |
| (Jin et al. 2023) | Overview of AI applications in mental healthcare, focusing on diagnosis, treatment, and digital psychiatry | Privacy risks from AI-driven data collection Algorithmic bias and fairness issues Transparency of black-box models Overreliance on AI decision-making | Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Applications of AI for diagnosis, treatment selection, and digital psychiatry tools like NLP, wearables, and chatbots Highlights the potential for AI to improve diagnosis and care delivery, while addressing ethical risks |
| (Kappen, Vanderhasselt, and Slavich 2023) | Review on speech as a biosignal for precision psychiatry to detect mental and physical health conditions | Privacy risks from continuous speech data collection Ethical concerns regarding consent for passive monitoring Data security vulnerabilities  Stigma and potential misuse of speech data | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity Privacy/confidentiality  Transparency/explainability | Use of speech as a biosignal to detect and predict stress, depression, schizophrenia, and other health conditions Focus on developing tailored just-in-time adaptive interventions (JITAIs) for clinical implementation |
| (Kirtley et al. 2022) | Focused review of machine learning applications in suicide research and prevention using EHR data | Data quality and bias  Transparency Privacy of health records Algorithmic bias Responsibility for intervention Communication of risk predictions | Beneficence/non-maleficence Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Healthcare system integration  Clinical decision support Need for independent validation Training needs for clinicians Scalability of interventions Global health contexts |
| (Kleine et al. 2023) | Review of patents on AI-enabled precision psychiatry tools, focusing on diagnostic, prognostic, and treatment prediction models | Privacy concerns in the use of sensitive data Potential for algorithmic bias Lack of transparency in predictions Uneven access to AI-based tools | Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Use of behavioral, neuroimaging, and biological data sources for precision psychiatry Adoption of AI in clinical workflows Commercialization trends and regulation gaps |
| (Kolding et al. 2024) | Systematic review of generative AI applications in psychiatry and mental health care | Privacy risks with generative AI tools Ethical and safety concerns around unpredictable outputs Algorithmic bias and lack of transparency in generative models Limited clinical relevance of AI tools in their current state | Beneficence/non-maleficence Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Applications of generative AI, particularly ChatGPT, in psychiatry for education, diagnosis, and psychoeducation Emphasis on improving transparency, user involvement, and clinical trials for ethical implementation |
| (Koutsouleris et al. 2022) | Review of AI applications in precision psychiatry and mental health care implementation challenges | Privacy risks with AI-driven data collection Bias and fairness in AI models, particularly for marginalized groups  Overreliance on AI leading to loss of clinician reflection and autonomy Transparency and explainability of AI algorithms Ethical safeguards for AI errors and unintended harm | Beneficence/non-maleficence Justice/equity Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Application of AI tools for diagnosis, prediction, and therapeutic decision-making in mental health care Emphasis on integrating AI into clinical workflows while safeguarding ethical standards and patient trust |
| (Leung 2023) | Conceptual paper on using AI and machine learning to augment social media for telehealth and patient monitoring | Privacy risks with AI–ML-based social media tools  Spread of misinformation on social media platforms Ethical use of user data for research purposes Transparency in algorithmic decision-making | Beneficence/non-maleficence  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | AI–ML applications for remote patient monitoring, telehealth marketing, and public health education Development of privacy-enhancing technologies and safeguards to address privacy issues |
| (Levkovich, Shinan-Altman, and Elyoseph 2024) | Experimental study examining cultural sensitivity of ChatGPT-3.5 and ChatGPT-4 in suicide risk assessment using vignette methodology | Cultural biases and racism in AI assessment | Beneficence/non-maleficence  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Mental health clinical settings  Suicide risk assessment protocols  Cultural validation requirements  Clinician oversight needs  Training data considerations  Clinical workflow integration  Supervision protocols  Quality assurance systems |
| (Lewis et al. 2024) | Case study on ethical challenges in managing differential performance of polygenic risk scores (PRSs) | Health disparities due to differential PRS performance across populations Ethical implications of group-based PRS validation Risk of conflating genetic ancestry with race and ethnicity Challenges in communicating PRS limitations to diverse patient groups | Autonomy/informed consent  Justice/equity  Transparency/explainability  Scientific integrity/validity | Application of PRSs for 10 chronic conditions within the eMERGE network Implementation framework for diverse and historically underserved populations Ethical communication strategies developed to address group-based performance concerns |
| (Manchia et al. 2020) | Narrative review on precision medicine in psychiatry, focusing on clinical, neuroimaging, and biological data | Privacy concerns due to the analysis of massive datasets Self-determination and informed consent Equity in access to precision tools Stigmatization risks | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality | Use of machine learning to predict treatment response and outcomes Integration of biological, clinical, and neuroimaging data in precision psychiatry |
| (Mazor et al. 2023) | Conceptual analysis on the ethical role of consciousness research and its implications for moral consideration | Ethical implications of consciousness research influencing moral status of animals and humans Use of invasive experiments on animals assumed to be conscious Conflict between scientific validity and moral justification Risks of cultural and societal biases shaping the attribution of consciousness | Beneficence/non-maleficence  Justice/equity  Transparency/explainability  Scientific integrity/validity | Focus on neuroscientific research in humans, animals, and clinical populations to define and measure consciousness Emphasizes the need for conceptual clarity and ethical reflection in studies of animal and human consciousness |
| (McCradden, Hui, and Buchman 2023) | Conceptual analysis of the ethical challenges of integrating AI in psychiatric clinical decision-making | Epistemic privileging of AI systems over clinician and patient knowledge Algorithmic bias and opacity (black-box problem) Risk of epistemic injustice, particularly testimonial and hermeneutical injustice Misuse of AI outputs for decisions about treatment and care pathways | Autonomy/informed consent  Justice/equity  Transparency/explainability Scientific integrity/validity | Use of AI systems for psychiatric prediction, diagnosis, and treatment recommendations Advocates for balancing AI outputs with clinical expertise and patient experiences to avoid harms like over-reliance and bias |
| (Monaco et al. 2024) | Study protocol for developing an AI platform for personalized treatment of eating disorders | Privacy and data security risks Ethical implications of AI-driven interventions and real-time data collection Bias in AI predictions due to incomplete data Transparency and explainability concerns | Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | AI-based data integration for personalized treatment plans, relapse prediction, and therapy optimization for eating disorders Implementation of a chatbot for patient engagement and support |
| (Monosov et al. 2024) | Review on opportunities and challenges in computational psychiatry for long-term behavioral studies | Privacy concerns from continuous behavioral monitoring Bias in AI models and neural data interpretation Ethical use of AI in mental health interventions | Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Integration of AI, machine learning, and wearable sensors to monitor mood, cognition, and behavior over extended timescales Bridging animal and human data for personalized treatment strategies |
| (Monteith et al. 2023) | Narrative review exploring barriers to AI maturity and adoption in psychiatry and clinical medicine | Data quality issues (e.g., missing data, bias in EHR) Lack of transparency in AI systems (black-box problem) Dataset shift impacting performance Human factors: automation bias, deskilling, and clinician trust concerns Safety risks due to unanticipated AI failures | Beneficence/non-maleficence Justice/equity  Transparency/explainability  Scientific integrity/validity | Discussion on challenges of integrating AI into psychiatry for clinical decision-making, diagnostics, and workflow optimization Emphasis on building AI maturity with appropriate validation, regulation, and clinician education |
| (Monteith et al. 2023) | Narrative review on ethical challenges of AI prediction tools in psychiatry and clinical neuroscience | Data quality issues in electronic medical records (missing data, bias) Transparency and explainability in AI systems (black-box problem) Dataset shift leading to poor model generalizability Overreliance on AI leading to deskilling and automation bias | Beneficence/non-maleficence  Autonomy/informed consent  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Implementation of AI tools for predicting treatment outcomes and improving clinical workflows Emphasis on the need for human oversight, error tracking, and ethical deployment in psychiatric care |
| (Morley et al. 2020) | Mapping review of ethical risks related to AI implementation in healthcare | Epistemic risks: inconclusive, inscrutable, and misguided evidence Normative risks: unfair outcomes, bias, and transformative effects Traceability issues: difficulty assigning responsibility and liability in AI-based systems | Justice/equity  Transparency/explainability  Scientific integrity/validity | Application of AI for clinical decision support, diagnostics, and health system optimization Framework categorizing ethical risks across six levels of abstraction: individual, interpersonal, group, institutional, sectoral, and societal |
| (Murray et al. 2021) | Clinical review evaluating potential utility of polygenic risk scores (PRS) in psychiatry | Privacy and security of genetic data  Risk of discrimination Issues around return of results  Challenges in patient understanding, Risk of deterministic interpretations Equity concerns around ancestry differences in PRS accuracy Challenges in clinical implementation | Beneficence/non-maleficence  Autonomy/informed consent Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Clinical psychiatry settings Research context developing evidence base Focus on practical implementation considerations  Youth mental health services  General psychiatric practice |
| (Ortiz and Mulsant 2024) | Viewpoint on the challenges and opportunities of digital phenotyping to make actionable predictions in psychiatry | Privacy concerns from intense monitoring of behavior and mental states Lack of explainability ("black box" problem) Implementation gaps in clinical practice | Autonomy/informed consent  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Digital phenotyping for individualized, timely treatment Bridging gaps in predictive models for clinical psychiatry outcomes |
| (Ostojic et al. 2024) | Review of challenges in using machine learning (ML) models in psychiatric research and clinical practice | Data quality and "curse of dimensionality" with high-dimensional datasets Algorithmic bias and lack of external validation The "black-box" problem and lack of transparency in ML models Missing data and data leakage concerns | Beneficence/non-maleficence  Transparency/explainability  Scientific integrity/validity | Application of ML models to improve psychiatric diagnosis, prognosis, and treatment selection Focus on handling challenges like data imbalance, explainability, and validation for clinical adoption |
| (Oudin et al. 2023) | Viewpoint on digital phenotyping and its role in redefining mental health | Privacy and confidentiality risks Algorithmic bias and ethical design of digital tools Dehumanization of care Normativity risks (arbitrary standards) Black-box opacity and over-reliance on data | Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability | Use of digital phenotyping for continuous patient monitoring, diagnosis, and therapy optimization Focus on balancing technological integration with preserving human-centered care and agency in psychiatry |
| (Parziale and Mascalzoni 2022) | Analysis of data protection and privacy issues in the use of digital biomarkers in psychiatric research | Privacy and data protection concerns Trust and transparency Risks of stigma and discrimination Data governance gaps | Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Compliance with GDPR in digital biomarker-powered research Balancing data sharing for psychiatric research while ensuring participant rights and trust |
| (Pavlopoulos, Rachiotis, and Maglogiannis 2024) | Review of AI tools and technologies for managing anxiety and depression | Privacy concerns with personal health data Overreliance on AI for mental health care Algorithmic bias in NLP tools | Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability | Application of chatbots, mobile apps, and LLMs for mental health care Addressing gaps in accessibility and personalization of treatments |
| (Rahul et al. 2024) | Systematic review on EEG-based schizophrenia classification using machine learning and deep learning | Privacy concerns regarding EEG data collection Algorithmic bias in ML/DL models Lack of transparency in deep learning models Data accessibility and reproducibility challenges | Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Application of ML and DL models to classify schizophrenia using EEG signals Emphasis on integrating EEG data with AI while addressing ethical challenges like data privacy and fairness |
| (Rocheteau 2023) | Analysis of AI roles in psychiatric diagnosis, monitoring, and treatment | Lack of intrinsic morality in AI systems Questions of responsibility in AI decisions AI interpretability and transparency Capacity and consent issues Privacy concerns with sensitive mental health data Bias and structural injustices in mental health data | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Clinical diagnosis tools  Patient monitoring systems Treatment recommendation systems Need for human oversight Mental Health Act assessment contexts Integration with psychotherapy |
| (Saheb, Saheb, and Carpenter 2021) | Bibliometric and content analysis of research on AI ethics in healthcare | Data ethics and privacy concerns  Algorithm bias and transparency Safety of AI interventions  Clinical competency and education needs Human-machine interaction concerns  Robot ethics challenges  Patient autonomy and consent issues  Discriminatory consequences  Accountability and liability  Resource inequality  Surveillance concerns  Cultural adaptability challenges | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Scientific integrity/validity | Clinical decision support systems  Mental healthcare delivery  Surgical and robotic interventions  Medical imaging analysis  Personalized medicine  Global healthcare systems  Chronic disease management  Clinical education and training  Research and development contexts Elderly care settings  ICU and emergency care  Public health surveillance |
| (Sahin et al. 2024) | Empirical analysis of algorithmic fairness in precision psychiatry prediction models for psychosis outcomes | Bias in AI models regarding education and gender Unequal predictive accuracy and false positives/negatives Lack of fairness validation in clinical AI use | Justice/equity  Transparency/explainability | Evaluation of AI predictions for psychosis transition and functional outcomes Comparison to clinician predictions as benchmarks |
| (Shen et al. 2022) | Viewpoint presenting an Ethics Checklist for digital health research in psychiatry, focusing on deep phenotyping | Privacy concerns from extensive data collection Lack of informed consent for complex passive data gathering Equity and diversity issues Legal gaps in regulatory frameworks | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability | Application of deep phenotyping approaches in psychiatry Development of the "Ethics Checklist" to guide ethical, legal, and social considerations in digital psychiatry research |
| (Singhal et al. 2024) | Review on machine learning (ML) applications, challenges, and the clinician's role in mental health care | Privacy and data security risks  Algorithmic bias and inequity Lack of transparency in ML models Automation bias and deskilling of clinicians Health equity concerns related to the digital divide | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability | Integration of ML in EHR for diagnosis, crisis prediction, and treatment response Use of mobile applications and remote monitoring tools for continuous patient care Emphasis on clinician involvement for ethical deployment |
| (Skorburg, O’Doherty, and Friesen 2024) | Conceptual paper on ethical tensions between AI/ML and participatory mental health research | Risk of erasing participant voices Over-reliance on proxies for lived experience Lack of patient inclusion in research governance Ethical issues in EHR data use | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Transparency/explainability  Scientific integrity/validity | Need for participatory research methods Integration of service-user governance Algorithmic impact assessments (AIAs) Public deliberation for policy guidance |
| (Smith et al. 2023) | Narrative literature review and ethical analysis of PRS and ERS use in youth mental health, focusing on psychosis and suicide risk prediction | Privacy/data security Patient autonomy vs. parental authority Algorithmic bias Early intervention benefits vs. false positive risks Consent in minors Direct-to-consumer testing "Black box" algorithm interpretability Risk communication Data sharing between stakeholders | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Youth mental health settings Clinical high-risk programs Emergency departments Primary care Inpatient units Outpatient clinics |
| (Starke, De Clercq, Borgwardt, et al. 2021) | Ethical analysis of machine learning (ML) applications in psychiatry with a focus on schizophrenia | Privacy concerns Lack of transparency in ML algorithms ("black box problem") Risk of bias in training data  Diagnostic overshadowing | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity | Research on subtyping schizophrenia through neuroimaging data ML-based diagnostics and treatment recommendations |
| (Starke, De Clercq, and Elger 2021) | Theoretical/conceptual paper on addressing algorithmic bias in medical machine learning | Algorithmic bias Data fairness Difficulty distinguishing justified vs unjustified biases Lack of transparency in ML models Ethical evaluation of ML utility and fairness | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Transparency/explainability  Scientific integrity/validity | Clinical utility as a key evaluation measure Testing fairness across vulnerable populations Integration into regulatory processes Context-specific and disease-specific evaluations |
| (Stein and Prost 2024) | Critical review of societal implications of digital mental health technologies | Privacy breaches Dehumanization of care Overmedicalization Surveillance concerns Algorithmic bias | Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Potential effects on healthcare access and quality Use of monitoring for clinical/public health systems Call for comprehensive regulation |
| (Straw 2021) | Review on the ethical implications of emotion mining in mental health using AI and digital phenotyping | Privacy breaches from emotion mining and digital phenotyping Algorithmic bias and fairness issues Lack of informed consent for inferred emotional states Risks of stigma and discrimination | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Use of emotion mining in predicting self-harm, suicide, and public health surveillance Integrating AI tools into mental health systems while ensuring equity and ethical accountability |
| (Sultan, Scholz, and van den Bos 2023) | Review of social media digital trace data to study adolescent wellbeing | Privacy risks from digital trace data Ethical issues in informed consent for minors Potential for bias in big data analysis | Beneficence/non-maleficence  Autonomy/informed consent Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Use of social media trace data to explore adolescent mental health Proposals for multi-level digital phenotype frameworks |
| (Tabb and Lemoine 2021) | Review/Analysis examining precision medicine paradigm in psychiatry | Challenges of adapting precision medicine framework from oncology to psychiatry  Risk of over-emphasis on biomarkers without sufficient evidence Risk of abandoning useful diagnostic categories prematurely  Challenges in achieving reliable localization of psychiatric disorders  Risk of technological solutionism | Scientific integrity/validity | Academic/theoretical context examining foundations and justification of precision psychiatry  Focus on conceptual and epistemological challenges of precision approach in psychiatry |
| (Tejavibulya et al. 2022) | Review on the future of neuroimaging-based predictive models in mental health research | Bias and fairness in machine learning models  Dirty data (missing, noisy, or biased data) Generalizability issues across populations | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Transparency/explainability  Scientific integrity/validity | Application of neuroimaging-based models for predictive psychiatry Addressing data bias and improving model generalizability |
| (Terra et al. 2023) | Narrative review on AI opportunities, applications, and ethical implications in psychiatry | Privacy and data security risks Algorithmic bias and unequal treatment  Transparency and accountability concerns Ethical risks of automation impacting therapeutic relationships Over-reliance on AI and patient autonomy | Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Applications in mental health monitoring, diagnosis, prediction, and treatment using AI and deep learning Emphasis on ethical AI integration to mitigate risks of bias and ensure responsible, human-centered AI use |
| (Thieme, Belgrave, and Doherty 2020) | Systematic review of machine learning (ML) applications for mental health within Human-Computer Interaction (HCI) literature | Privacy concerns with data collection and use Algorithmic bias due to lack of representative datasets Ethical responsibility in AI decision-making Digital exclusion risks for vulnerable populations | Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Focus on real-world applications of ML for mental health diagnosis, monitoring, and prediction Highlights human-centered, multidisciplinary approaches for system development |
| (Torous et al. 2021) | Comprehensive review of digital psychiatry technologies including apps, social media, chatbots, and virtual reality | Privacy and data security concerns Bias in AI systems  Transparency in algorithms Clinical responsibility Risk of over-reliance on technology | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Integration into clinical workflow Healthcare systems adoption Need for standardized protocols Training needs for clinicians Need for regulatory oversight |
| (Upreti et al. 2024) | Review of trustworthy machine learning in the context of security, privacy, and federated learning | Security vulnerabilities in ML models Privacy issues in AI systems Bias in ML algorithms Lack of robustness | Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Focus on federated learning to enhance privacy and security Need for unified ethical frameworks in AI |
| (Vale 2024) | Investigation into moral entrepreneurship and the ethics of AI in digital psychiatry | Bias in AI systems Lack of transparency in AI/ML algorithms Exclusion of non-experts from ethical decision-making | Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Regulation gaps in digital psychiatry Professionalization of ethical standards Role of researchers in shaping AI ethics |
| (Wang 2022) | Ethical analysis of epistemic injustice in computational psychiatry, with a focus on addiction research | Testimonial injustice through silencing patient perspectives in data-driven models Hermeneutic injustice caused by lack of shared interpretive tools in theory-driven models Systemic privileging of computational methods over subjective experiences | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Transparency/explainability  Scientific integrity/validity | Application of data-driven and theory-driven computational models to addiction research Emphasis on integrating patient perspectives into psychiatric decision-making |
| (Wiese and Friston 2022) | Theoretical analysis examining AI ethics in computational psychiatry and ethics of consciousness | Privacy and data security concerns  Risk of biological reductionism ignoring psychosocial factors,  Risk of ignoring conscious experience  Algorithmic bias and fairness issues Concerns about transparency and explainability  Risk of replacing human judgment | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Focus on theoretical frameworks and considerations rather than specific implementation settings |
| (Wouters et al. 2024) | Ethical analysis of incorporating polygenic scores into clinical psychiatric practice | Risk of stigma and discrimination Misinterpretation of genetic information Lack of informed consent processes Equity concerns due to data biases Psychological harm from genetic risk communication | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Scientific integrity/validity | Use of genetic counseling to communicate polygenic risk scores responsibly Focus on patient empowerment through improved understanding of heritability in psychiatric conditions |
| (Wray et al. 2021) | Conceptual review on the utility and limitations of polygenic risk scores (PRS) in clinical psychiatry | Ethical implications of genetic risk communication to patients Privacy and security risks associated with genetic data storage Potential for health disparities in diverse populations Challenges in interpretation of PRS by clinicians and patients Commercial use of PRS without regulation | Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Integration of PRS into clinical psychiatry for risk stratification, early intervention, and treatment decisions Applications include psychiatric disorders like schizophrenia and bipolar disorder |
| (Zhang et al. 2023) | Qualitative descriptive study examining mental health professionals' perspectives on AI adoption | Fear of losing human connection in care, Resistance to technology adoption  Limited understanding of AI capabilities  Funding constraints limiting adoption  Concerns about bias in datasets Privacy and security of sensitive mental health data  Challenge of standardization across settings | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Privacy/confidentiality  Transparency/explainability  Scientific integrity/validity | Healthcare organizations across Ontario  Canada including urban and rural settings  Clinical and research contexts, Integration into existing mental health services workflow Educational and training contexts for mental health professionals |
| (Zidaru, Morrow, and Stockley 2021) | Systematic scoping review on PPI in AI-assisted mental health care | Risk of excluding marginalized and underserved populations Ethical challenges of public engagement in AI design Lack of transparency in data use and AI decision-making Bias and inequality in AI systems Data privacy and security concerns | Beneficence/non-maleficence  Autonomy/informed consent  Justice/equity  Transparency/explainability  Scientific integrity/validity | Integration of PPI in AI technology design and implementation Need for co-design and participatory methods Public awareness of AI technologies in mental health care Addressing ethical and safety issues in AI adoption |

*ADHD:* Attention Deficit Hyperactivity Disorder; *AI*: Artificial Intelligence; *APA*: American Psychological Association; *ChatGPT*: Generative Pre-trained Transformer chatbot; *DL*: Deep Learning; *DSS*: Decision Support Systems; *EEG*: Electroencephalography; *EHR*: Electronic Health Records; *EMA*: Ecological Momentary Assessment; *ERS*: Environmental Risk Score; *GDPR*: General Data Protection Regulation; *HCI*: Human-Computer Interaction; *ICU*: Intensive Care Unit; *ML*: Machine Learning; *NLP*: Natural Language Processing; *PPI*: Patient and Public Involvement; *PRS*: Polygenic Risk Sfcore; *SITB*: Self-Injurious Thoughts and Behaviors
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